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Abstract

Availability, the degree to which a system is insgecified, operable
state,is a critical criterion in overall information systems’quality. Since
network services are theore infrastructurecomponentsfor any modern
business,their uninterrupted functioningecomes the critical issue in sus-
taining the business itselfDeploymert of a productionready systemto
ensure highavailability is not an easy task.Additionally, implementa-
tion of highly availablesoftware solution using existing resources,without
or with minimal investmen is a common requiremeb in many business
environments. Eriouscommercially availablesolutions exist on the mar-
ket, but the open sourcecommunity also provides a number ofature,
production-readytools and techniquesaiming atthe samemarket. Com-
paring the TCO of bothsolutions,the opensourceapproach represents
the most economical, buteverthelesseliable solution.

This paper gives an overview of the most camiyn usedtools and
techniquesto ensure highavailability of information systems’ network
services using only open sourceftware.

1 Introduction

High availability is based on the use mdundah computers organized inta
structurethatis called acomputercluster. Computerclusters can beategorized
into three groups:
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« High Availability clusters(HA),
e Load Balancing clusters (LBxnd
« High Performance Computelusters (HPC).

A HA cluster consists of a minimum ©tko computerswhich are referred tas
nodes. If theevert of complete node failure occurs, the seryicevided bya
HA cluster should continue to operate normallyd aecover to the initialstate
successfully upon node recovery. In LB clusteassmall number diront-end
nodes divides the work among a large number okdead nodeghat perform
actual service provision. Smatlomputationtasks are equallydistributed le-
tween nodes in a HPC cluster. HPC clusters aeel nsainly for a wideange
of scientific calculations,from bioinformatics to meteorology, wherever theis
aneed for high computing powehataverage computers do not and caot
provide.

By purpose, as well as iappearancdrom the outside, the HA and LB
clusters are quite similar. Their goal is t@wwde high availability of nework
services, regardless of the backend node &slurBoth are fullytrans@rent
to users — from the outside, the cluster selkssonly onecomputer instance
thatreliably and continuously provides the servideifferences betweethese
two cluster types are contained in the internal systamthitectureand the
underlying software stack providingarticularfunctionality.

2 HA overview

When designing a HA system one should ussombinationof loosely coupled
components to achieve the desired goal. These acoemts are calledesources
and could be perceived as HA cluster buildinigcks. Three mainresources,
where HAimplementationwould be advisableare:

- storage,
e application and
e operating system.

Storage HA selection has the most impact on HAtetuperformance andhould
be chosen wisely. It's main goal is prevent data loss and to provide data
other cluster resources in aminterruptedmanner. DBMS(Database Man-
agemeh System) are the most comma@pplicationswith some form of HA
functionality built in. Operatingsystem HA is achievethroughOS virtualiza-
tion. With help of OSvirtualizationtechnology, it is possible to creat@ghly
available virtualized systems, in a wdyat a virtualized system is notaware
of the underlying HAinfrastructure. These resources, as well as someahaf
available software solutions, are further disedsé the followingsections.

In order toautomatehe failover process in a HA cluster itrscommeded
to use resourcenanagemetnsoftware tools instead of writing custom s&iptr
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tools for resourcemanagement.Later described resource managenspport a
wide range of platforms, architectures and resmsi Furthermorethey have
beenthoroughlytested and deployed in a large number of praalucenviron-
merts.

3 Storage

Since data is considered as tmest valuable asset, it should be preservedhia
event of failure. Even though some file systems previlpport fodistributed
storage and node recovery, they are not digclsn this paperinstead, here
described technologies are presented as virttmlage block devices to thleost
OS. This setup makes it possible to choose froretya of file systemsthat can
be used on any storage device

3.1 DRBD

DRBD (Distributed Replicated Block Device) is distributedstorage system
used to providefunctionality similar to RAID 1. It's designed to ruover
the network and can be used by no moren thiree nodes to providdata
redundancyln a nutshell DRBDprovides:

e primary and secondary, as well as dual primaodesetup,
e synchronous and asynchronous operationdeno

e automaticecovery after anyype of failure and

« advancedresynchronization managermnten

DRBD architectureis shown in fig. 1.
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Figure 1. DRBDarditecture

3.2 Open-iSCSI and iSCHnterpriseTarget

iISCSI protocol allowsnitiators (clients) to send SCSI requests to S@8hQets
(storage devices) on remote servers. iSCSI allenganizationgo consolidate



E-Leader Croatia 2011

storage into data center storage arrays whileigiray hosts with the illusion of
locally-attacheddisks. Onetargetcan provide iSCSI service to maiyitiators.
iSCSI architectureis shown in fig.2.
Open-iSCSI provides iSCSI protocatitiator implementatiorfor the Linux
kernel, while iSCSIEnterprise Targetan be used as iSCSI protodarget
implemernation.
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Figure 2: iSCSlarditecture

4 Application

DBMS are one of the fewpplications thatcan provideindependert but also

incomplete HA support.

Although DBMS Hinplementationsoften provide

node recovery, they aralmost always seen in LB cluster setup onlyirfernal
applicationHA is used. In the following sectiorBostgreSQLand MySQLbast
HA clustering options are discuesh

4.1 PostgreSQL

PostgreSQLDBMS supports write ahead log (WAL) archivirap slavenodes
This solutieill only satisfy anon

that can be used for HA deployments.
HoweverPostgreSQLhas avariety of third party toolsand
plugins one can choose from in order to enhaHée clustering options.

demandinguser.

of them are:

* pgpool-Il,

Some
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« SkyTools,
e Slony-l and
* PGCluster.

pgpool-1l offers wide range of options, like comtien pooling,replication, load
balancing, limiting exceeding connections aratapel query execution, to fine
tune PostgreSQLcluster performance. Most BostgreSQLclustering solutions
are based on asynchronous operatinode.

42 MySQL

MySQL DBMS provides both asynchronous and chyonous replicationout

of the box. MySQL uses asynchronous replicatiop default — which isnore
conveniert for many reads, while synchronous replicatishould be usedn

databasesvith many writes. Asynchronous replicationloals transactions to
be written on master node only and in synchronous repticatmode datacan

be written on any node in theluster.

5 OS Virtualization

OS virtualization must be used in order to provide full OR\.HLinux has
been supporting variousypes of emulation andsirtualization methods fora
long time. Only in a last couple of years thesw@utions have becommature
enough to be used imission-critical environmentsOne of the featureghat
all of described solutions provide is livaigration, which is conveniert when
migratingvirtual machines (VM) between physicabdes!

In the following sections Xen, KVM and OpenVZ Q@8tualization solutions
with their fundamentaktoncept of operation armdescribed.

51 Xen

Xen can perform full OSsirtualization on systemsthat support virtualization
extensions in hardware, but can also work as &twgor on machineshat don’t
have thevirtualization extensions. Xen is placed directly on the harmd and
treatseach OS used to deploy Xen as a guest&/Nlimplements a modeéinown
as paravirtualization thaprovides betterperformance over othevirtualization
techniques.

Xen architectureis shown in fig. 3.

1During live migration procedurethe memory of the virtual machineis copied to
the destination without stoppinits execution.

2Xen VM used formanagemenof Xen and other VMs is called DOMO, while all other
VMs are referredto asDOMU.
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Figure 3: XENardhitecture
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KVM is a hypervisor contained in the mainlingnix kernel. KVM canturn
the standardLinux kernel into a hypervisor by loading theppropriatekernel

module.

Therefore,optimizationsto the standardLinux kernel componets
benefit both the hypervisor and the Linux guegerating systems.

Because KVM was designed after thdwernt of hardware assistedirtualiza-
tion, it did not have tamplemert featuresthatwere provided by hardwareBy
requiring hardwaresupport rathethan optimizing with it if available, KVMvas
able to design an optimizettyphenationsolution without requiring tosupport
legacy hardware or requiring modifications te tuestOS.

KVM architectureis shown in fig.4.
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Figure 4: KVM architecture
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5.3 Openvz

OpenVZ is acontainer-based virtualizatiorsolution for the Linux OSThis
model uses a patched Linux kertkekhtcan only run guest Linux OS isolated
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containers.All virtualizedcontainers have to bmompatiblewith the Linux ker-
nel versionthatthe host runs on. However, because it doesn't lae@verhead
of a true hypervisor it is very fast and effitie The obvious biglisadwartage
is the single kernel model, which leads to sdimectionality limitationsof vir-
tualized containers but also raises some sgcis#ues®

OpenVZ architectures shown in fig. 5.

Physical computer Physical computer

[ R T +% | | %t - - - - e - +ot - +% |
| 58] | %3] | %8| 1% v %] v %%
%% |=%] | %] Isl P Isl P %%
|5 |5 | |5 | I=l s %l s |%%|
| %] GNU/Linux | %] | %] O
| %%| %% OpenVZ %% %%
] |2 [ > o) Openvz kernel 5% |
| %] |5 | % | |5
R R R +%%| R R +%%|
| | | |
| setst - - - - - ot - - - - A+t - - e +93% | |Setet- - - - - ot - - - - A+t - - e +93% |
|%%] 1% %] %% |%%| 1% %] %%
|55 CPU |%| RAM |%| HDD |=%| |55 CPU |%| RAM |%| HDD |=%|
| %t K %] | %%| [kl K %] | %%|
[R5 ——— oo - - P +%% | (R ——— oo - - P +%% |

Figure 5: OpenVZarditecture

6 HA cluster resource amagemen

In order to fullyautomaterecovery by detecting hardware or softwdedures
it is essential to useppropriatetools which provide advanced clusteode
and resourceananagemetnoperations. Only wheadequatéddA cluster resource
managemetn (CRM) tools have been deployed, clusteranagemet is both
adjustableand extensible. In the following section, PacemakdkM tool whid
can meetrequirementof most HA clusterimplementationsis described

6.1 Pacemaler

Pacemakerchieves maximumavailability for defined cluster resources by de-
tecting and recovering from node and resourgetldailures by making use of
the messaging and membershippabilitiesprovided by clustelinfrastructuret
At the highest level, pacemaker cluseachitectureconsists of three pieces:

» core clusterinfrastructureproviding messaging and membersHimction-
ality (eg. Corosync oHeartlkeat),

* non-clusteraware componentand

3In case a OpenVzvirtual machinds compromised, furthekernel-le\el penetration could
providethe attackerwith meansof gaining controlof otherVMs hostedon the samephysical
computer

4 Pacemakeis a continuationof the CRM thatwas originally developed foHeartbeabut
has since become itsvn project.
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* a brain, processing the events from the clustet eonfigurationcharges.

Pacemakemakes noassumptionsbout desiredenvironment,which allows
to provide support fopractically any redundancyconfiguration including A-
tive/Active, Active/PassiveN+1, N+M, N-to-1 and N-to-N. Pacemakeriseey
featuresare:

e detection and recovery of node and service-léailires

e storage agnostic, nequiremeh for sharedstorage,

e resource agnostic, anythinthatcan be scripted can ldustered,

* supports STONITH for ensuring dataintegrity,

e supports large and smatlusters,

e supports both quorate and resource driglersters,

« supports practicallyany redundancy configuration,

< automatically replicatedonfiguration thatcan beupdatedrom anynode,
< ability to specify cluster-wide service orderingylacation andarti-colocation,
« unified, scriptable, cluster shednd

e support for advanced servicegoe:

— clones: for services which need to be activemuitiple nodesor

— multi-state:for services with multiple modes (egiaster/slave, pri-
mary/secondary).

Example Active/PasiveHA cluster setup is shown in fig. 6.

Figure 6:Pacemaker Active/PasiugA cluster example
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7 Conclusion

Using a variety of Open Source tools it is possiti develop andnaintain fully
functional HA clusterthat meets therequirementsof business. Unfortunately
this is not a simple task, at least not when deietp a cluster with nostandard
configurations. If carefully deployed, Open Source HA clusterll wave equal,
if not betterperformance of its commercialternativeson the samehardware
platform. In the long term, time invested irsearch,developmet and testing
custom cluster deployments has more benefita tharchasing expensive tife
shelf clustersolutions.
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